Time- 3 Hys,

\_\Q‘l:/Write short

w Curse of Dimcnsionalily
), Overfitting vs U

2 Su

wr

=2

(S Marks)

o

SwA3=4: Calculate the Pearson and Spearman corre
——

notes on the following: (1.5*%4=¢

National Institute

Department 0
Machine Le

of Technology Kurukshetra

I Computer Engincering

arning and Dat, Analytics (CSIC-221)
End Term Examination Max.Marks-50

Marks)

nderfitting
pervised vs Unsupervised
assification and Regression

L\/Qé Explain Inferential and De

scriptive Statistics in details and further classify each type. (4 Marks)

- @lvc the question based on below data using
the compressive strengths of five different concret

univariate normal distribution, suppose the engineer measures
e samples. The recorded values (in Mpa) are given below.
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Observation

112[3]4]5
Xi (Hour Studied) | 2 | 4 | 6 | 8 | 10
Yi (Tes: Score) 5015516065170

-\‘-/Qféuppose you are tasked with predicting the final exam score of students based on their hours of study using
linear regression. The dataset consists of the following data for 5 students, Using the below data, perform a linear

regression to find the equation of the regression line and predict the final exam score for a student who studies
for & hours. {5 Marks)

|2~

No. of Students 1 |2 |3 [4 |5 |
Xi (Hours of Studied) |2 |4 |6 |8 |10}
Yi (Test Score) 50| 55|60 65|70

6: Discuss the role of clustering in image compression, particularly in algorithms such as K-Means. How
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the Information Gain (1G) for splitting the dat

calculated IG 1o decide if Weather is a good cho

Mperature, and the target variable Play. Calculate
aset using the Weather attribute as the root node and use the

ice for the root node of a decision tree, (5 Marks)
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E’L Cloudy | Hot | [ Yes |

3] S ild |

by i Sunny Mild Yes

[ a4 | Cloudy | Mild | Yes

| S| Rainy | Mild No

[ 6‘” Rainy Cool . No

] 7 Rainy Mild || Yes
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M)mpally collects data on two features, Height (cm) and Weight (kg), from five individuals, as shown in
the table below. Find the principal components and explain which eigen vector corresponds to the mosi variance
in the daia. {8 Marks) : i 9 A2

Individual | 1 2 3 4 5 |——

Height (cm) | 160 | 165 | 170 | 175 | 180

Weight (kg) | 55 | 60 | 65 | 70 | 75

- <9: Given the following dataset with two features (X1 and X2) and corresponding class labels. You are tasked
with classifying a new data point (X1=5, X2=6) using the K-Nearest Neighbors (KNN) algorithm with K = 3,
4 1
(5 Marks) g el 2431617

X223378
Ciass | A|A|B|B|B

210: Describe the various stages in the data sMyclc. In your answer, cxplain the key ¢ ctivitics involved

in each stage and how they contribute to the overall goa! of solving a data-driven problem. (5 Marks)
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