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Answer all the following questions

and channel capacity theorem.

Srate the following: Source coding theorem, channel coding theorem,

an alphabet of five symbols with their probabilities for its output, as given | SN

.
A discrete memoryless source has

below
Symbol 8y 8 o 5, s, ‘
Probability 0.58 (.15 015 0.10 0.05 }
o codes for this source. Also compare the coding efficiency.

Compute the Huffiman and Shannon-Fan
3. Explain the properties of mutual information,

5]

\ 4. \Whm is the joint entropy H(X, Y), and what would it be if the random variables X and Y were indcpcndcn:'?f




