Design & Analysis of Algorithms (PCC-
CS-404) PYQs analysis

Based on: Dec 2016, 2017, 2023, May 2019, 2020, 2023, 2024

Syllabus:
Module 1: Introduction

Characteristics of algorithms
Asymptotic analysis (best, average, worst-case behavior)
Performance measurements (time and space trade-offs)

Analysis of recursive algorithms (Substitution method, Recursion tree method, Master’s

theorem)
Module 2: Fundamental Algorithmic Strategies

Brute-Force

Greedy

Dynamic Programming
Branch-and-Bound
Backtracking

Problem examples: Bin Packing, Knapsack, Job Sequencing with Deadline, Optimal
Binary Search Tree, N-Queen Problem, Hamiltonian Cycle, Traveling Salesman Problem
(TSP)

Heuristics and their application domains
Module 3: Graph and Tree Traversal Algorithms

Depth First Search (DFS)
Breadth First Search (BFS)
Shortest Path Algorithms
Transitive Closure
Minimum Spanning Tree
Topological Sorting

Network Flow Algorithm



Module 4: Tractable and Intractable Problems

Computability of algorithms

Computability classes (P, NP, NP-complete, NP-hard)
Cook's theorem

Standard NP-complete problems

Reduction techniques
Module 5: Advanced Topics

Approximation algorithms
Randomized algorithms

Problems beyond NP (P-SPACE)

Repeated Questions (identical wording, topic, approach):
Recurrence Relation: ( T(n) = T(n{1/2}) + ¢)

Years: 2016 (2 marks), 2019 (1.5 marks).
Text: Solve the recurrence relation ( T(n) = T(nA{1/2}) + ¢ ).
Topic: Module 1 - Analysis of recursive algorithms.

Marks: 3.5 total.
Job Sequencing with Deadline: (n=7,p=(3,5,20,18,1,6,30),d=(1,3,4,3,2,1,2)).

Years:2016 (10 marks), 2017 (10 marks).
Text: Schedule jobs to optimize using Greedy method.
Topic: Module 2 - Job Sequencing with Deadline (Greedy).

Marks: 20 total.
Knapsack Problem:

2016: Fractional, Branch and Bound, ( m =60, w = (5, 10, 20, 30, 40), p = (30, 20, 100, 90,
160) ), 10 marks.

2017: Greedy, (m =30, w=(10,15,6,9), p=(2,5, 8, 1)), 10 marks.

2019: Greedy, (n=7,m=15,p=(10,5,15,7,6,18,3),w=(2,3,5,7,1,4,1)), 15 marks.
2020:0/1 and Fractional, Greedy, (m =30, w =(10, 15,6, 9), p=(2, 5, 8, 1)), 15 marks.
2023 May: 0/1, Dynamic Programming, (m=5,w=(2,3,4,5), p=(3,4, 5, 6)), 15 marks.

2023 Dec: Branch and Bound, (n=4,p=(10,10,12,18),w=(2,4,6,9),m=15),7

marks.



2024 May: Branch and Bound, (m =30, w=(18, 15, 8, 12), p = (36, 24, 8, 12) ), 10 marks.
Topic. Module 2 - Knapsack (Greedy, Branch and Bound, Dynamic Programming).

Marks: 82 total.
Greedy vs. Dynamic Programming Comparison:

Years:2016 (2 marks), 2017 (2 marks), 2023 May (1.5 marks), 2023 Dec (1.5 marks),
2024 May (1.5 marks, why Greedy not suggested for 0/1 Knapsack).

Text: Differentiate Greedy and Dynamic Programming methods or related limitations.
Topic: Module 2 - Greedy, Dynamic Programming.

Marks: 8.5 total.
P, NP, NP-Complete, NP-Hard:

Years:2016 (2 marks, P vs. NP), 2017 (2 marks, NP-Complete vs. NP-Hard), 2019 (7.5
marks), 2020 (1.5 marks), 2023 May (7 marks), 2023 Dec (7 marks), 2024 May (1.5
marks, differentiate P, NP-Hard, NP-Complete).

Text: Discuss/define P, NP, NP-Complete, NP-Hard with examples.
Topic: Module 4 - Computability classes.

Marks: 28.5 total.
BFS vs. DFS Comparison:

Years:2019 (1.5 marks), 2023 May (part of 15 marks), 2023 Dec (7 marks).
Text: Differentiate BFS and DFS graph traversal algorithms.
Topic: Module 3 - DFS, BFS.

Marks:~13.5 total.

Similar Questions (Same topic, minor deviations):
Knapsack Problem:

2016: Fractional, Branch and Bound, ( m =60, w = (5, 10, 20, 30, 40), p = (30, 20, 100, 90,
160) ), 10 marks.

2017: Greedy, (m =30, w=(10,15,6,9), p=(2,5, 8, 1)), 10 marks.

2019: Greedy, (n=7,m=15,p=(10,5,15,7,6,18,3),w=(2,3,5,7,1,4,1)), 15 marks.
20200/1 and Fractional, Greedy, (m =30, w=(10, 15,6, 9), p=(2,5, 8, 1)), 15 marks.
2023 May 0/1, Dynamic Programming, (m=5,w=(2,3,4,5),p=(3, 4,5, 6)), 15 marks.

2023 Dec Branch and Bound, (n=4,p=(10,10,12,18),w=(2,4,6,9), m=15),7

marks.



2024 May: Branch and Bound, (m =30, w=(18, 15, 8, 12), p = (36, 24, 8, 12) ), 10 marks.
Topic. Module 2 - Knapsack (Greedy, Branch and Bound, Dynamic Programming).

Marks: 82 total.
Traveling Salesman Problem (TSP):

2016: Branch and Bound, 10 marks.

2017:Branch and Bound, 10 marks.

2019: Approximation algorithm, 15 marks.

2020: Branch and Bound, 15 marks.

2023 May: Branch and Bound, 15 marks; NP-Complete nature, 15 marks.
2024 May: Branch and Bound, 15 marks (optimal route for cities A, B, C, D).
Topic*: Module 2 - TSP; Module 4 - NP-Complete.

Marks: 80 total.
Shortest Path Algorithms:

2016: Single Source vs. All-Pair time complexity (2 marks); All-Pair time complexity (2

marks).

2017:Single Source vs. All-Pair differentiation (2 marks).

2019: All-Pair Shortest Path algorithm (part of 15-mark question).
2023 May: Dijkstra's failure on negative weights (1.5 marks).
2023 Dec: Single Source Shortest Path algorithm (7.5 marks).

2024 May: Shortest path using Greedy (5 marks); Bellman-Ford negative weight cycles
(1.5 marks).

Topic. Module 3 - Shortest Path Algorithms.

Marks: ~30 total.
N-Queen Problem:

2016: Discuss Backtracking (2 marks).

2017: Implicit/explicit constraints (2 marks).

2020: Backtracking for 4x4 (15 marks).

2023 May: Brute-Force and Backtracking, time complexity comparison (15 marks).
2023 Dec: Backtracking algorithm, constraints (8 marks).

2024 May: Backtracking, differentiate with Dynamic Programming (7.5 marks).

Topic. Module 2 - N-Queen Problem (Backtracking).



Marks: ~49.5 total.
Network Flow:

2019: Ford-Fulkerson algorithm (15 marks).

2020: Network Flow algorithm (15 marks).

2023 May: Maximum flow in directed graph (7 marks).
2023 Dec: Edmonds-Karp algorithm (10 marks).

2024 May: Ford-Fulkerson algorithm (10 marks).
Topic. Module 3 - Network Flow Algorithm.

Marks: 57 total.
Transitive Closure:

2019: Define (1.5 marks).
2020: Explain (1.5 marks).
Topic. Module 3 - Transitive Closure.

Marks: 3 total.
Approximation Algorithms:

2019: TSP (15 marks).

2020: General explanation (15 marks).

2023 May: Importance (1.5 marks).

2023 Dec: Vertex-Cover algorithm (8 marks).
2024 May: Utility with example (7 marks).
Topic. Module 5 - Approximation Algorithms.

Marks: 46.5 total.

Latest Questions (2024 May-specific):

Recurrence relation for n-ary search (Module 1, 1.5 marks).
Stable sorting techniques (Module 2, 1.5 marks).
Optimal Merge Patterns (Module 2, 1.5 marks).

Dominance rule (Merge-Purge) (Module 2, 7.5 marks).
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YMCA UNIVERSITY OF SCIENCE & TECHNOLOGY, FARIDABAD /
B.TECH EXAM V"" SEMESTER (UNDER CBS), DEC 2016 -

ANALYSIS & DESIGN OF ALGORITHMS CE-307
Time: 3 hrs M.Marks: 60

Note: Part-l is compulsory.

In Part-ll, attempt 4 questions out of 6.
L]

Part-I
Q. No. 1
a. Solve the following recurrence relation:
T(n)= T(n"?) + ¢ for n>1
b. Write the general algorithm for Divide and Conquer method.
c. Differentiate between upper bound and lower bound of time complexity

discuss with example.

What are the two way in which a graph can be represented, discuss.
Discuss the time complexity of Prim’s method.

For which type of problems Backtracking approach is generally used, discuss
Discuss the time complexity of All Pair Shortest Path problem.

Differentiate between P and NP-problems. ‘

Which approach among Greedy and Dynamic method is better and why?

Compare the time complexity of Single Source Shortest Path problem if
solved by dynamic method and Greedy method.

oca " o0 Q

[T —

(2*10)

Part-Il f
Q. No.2 Discuss Quick Sort technique can be used for sorting a list. How much
~ time is required for the various steps involved in the sort? Analyze the
time complexity of algorithm in best, average and worst cases. (10)

Q. No. 3 What is the solution generated by the Job sequencing with deadlines
algorithm when n=7, p= (3, 5, 20, 18, 1, 6, 30) and d= (1, 3,4, 3,2, 1, 2)?
(10)

Q. No. 4 Write the recursive backtracking algorithm for sum of subset problem and
also solve the following:-
W= {5, 7, 10, 12, 15, 18, 20) and m=35

If the given set W is arranged in ascending order or descending order the(e;?o')s
there any noticeable difference in computing time?

Q.No. 5 Consider five items along with their respective weights and profits -
Wi = (5, 10, 20, 30, 40)



P, = (30, 20, 100, 90, 160)

The Knapsack has capacity, m = 60, Find out the solution to the fractional
Knapsack problem using Branch and Bound method. (10)4

Q No 6 Discuss any two of the following problems and analyze them (2*5=10
a  0/1 Knapsack Problem (using dynamic programming) }
b. Hamiltonian problem (using backtracking)
¢ NP-Hard and*NP-Complete

Q No. 7 Differentiate between Deterministic and Non-Deterministic algorithms. Write 2
.-Deterministic algorithm to sort an array and convert the sarfie ‘ntc a Non-

Deterministic algorithm. (10)



YMCA UNIVERSITY OF SCIENCE AND TECHNOLOGY, FARIDABAD
B.TECH EXAMINATION (Under CBS)
ANALYSIS AND DESIGN OF ALGORITHMS (CE-307 &)
Time-3 hrs M.Marks-60
Note:-Part-l is compulsory.
In part-Il, attempt 4 questions out of 6.
Part-l
Q.No. 1

a. Write the recurrence relation for quick sort and compute the complexity for best
and worst case.

b. Describe the significance of asymptotic notation.

c. Explain Collapsing Find operations in sets.

d. Define NP-Complete and NP-Hard problems.

e. Differentiate Single source shortest path and All-pair shortest path approach.

f Describe the general LC-Search function.

h. Explain implicit and explicit constraints for n-Queen probliem.

i Differentiate binary search tree and optimal binary search tree with an example.

j. Write a non-deterministic algorithm to sort an unsorted array.
(2*10=20)

Part-ll

Q.No. 2 (a) Solve the following recurrence relations using master method:-

(i) T (n) =T (n-5) +1/ (n+1)

(i) T (n) =2 T (n/2) +n*log n (4)

e following knapsack
= (10, 15,6, 9),
(6)

Q.No. 2 (b) Describe genera! greedy algorithm. Solve th
problem using greedy algorithm technique: m=30, (w1, w2, w3, w4)

(p1, p2, p3, p4) =(2,5,8,1)

Q.No.3 Write the algorithm for merge-sort and compute its time complexity. AlsO sort

the following array using merge-sort:-

A= (56, 10, 23, 6, 34, 21, 45) (10)



Q.No.4 (a) Schedule the following jobs in an optimized way: n=7,
(01,02,p3,....-p7)=(3,5,20,18,1,6,30), (d1, d2, d3,.......d7)=(1 3,4,3,2,1,2). (7)

(b) Explain Principle of Optimality. (3)

Q.No.5 Write the algorithm to draw an OBST. Apply dynamic programming to draw
an OBST using the following data:

\ o [1 [2 3 |4 - |
| P(1:4) | 5 |20 (10 |5 |
Q04)[20 | 10 120 |5 |5 |

(10)

Q.No.6 Write the general algorithm for iterative and recursive backtracking and also
write the algorithm for graph coloring problem. (10)

Q.No.7 Solve the following travelling salesman problem using branch and bound
algorithm design technique.

(= 11 [10 |9 |6 |
8 |= |7 |3 |4
8 |4 |= |4 |8 |
M1 (10 |5 [= 15 |
I|6 Ig. 5 ]5 \w
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Total Pages : 3

301404

May, 2019

B.TECH. (CE/CSENT) - v SEMESTER

Design & Analysis of Algorithms (PCC-CS-404)

[Max. Marks : 75

Instructions :

I,

It is compulsory to answer all the questions (1.5 marks
each) of Part-A in short.

2. Answer any four questions from Part-B in detail.
3. Different sub-parts of a question are to be attempted
adjacent to each other. '
PART-A
1. (a) Solve the following recurrence relation:
T(n) = T(n!?) +c. (1.5)
(b) Differentiate between O-notation and Omega-notation
with the help of appropriate example. (1.5)
(¢) How arrays can be used to store a tree? Discuss with
example. (1.5)
(d) For which type of problems Divide & Conquer
approach is generally used, discuss. (1.5)
301404/870/111/377 [PT.O.
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L ¥

“~ (e) Differentiate between Depth First Search and Breadth

First Search. (1.5

(f) What is Transitive Closure of a graph? (1.5)
() What do you mean by reducibility? (1.5)
(h) Which approach among Backtracking and Branch &
Bound is better and why? (1.5)

(i) Discuss the time complexity of Kruskal's algorithm.
(1.5)

() Why Randomized algorithms are used? Discuss with
(L.5)

example.

PART-B

2.  Design a divide and conquer algorithm to find the maximum
and minimum of an array A of n elements, and prove that
the algorithm makes at most 3n/2 element-to-element

comparisons. (15)

3. (a) Differentiate between Deterministic and Non-
Deterministic algorithms. Write a Deterministic
algorithm to search an element in the array and convert
the same into a Non-Deterministic algorithm. (7)

(b) Differentiate between Greedy and Dynamic method
to solve the problems. Write and explain All Pair
Shortest Path algorithm to find the Shortest Paths in a
graph with example and derive its time complexity.

()

301404/870/111/377 2



Find all the feasible solutions to the Knapsack instance
n=7m=15

(P) = (10, 5, 15, 7, 6, 18, 3)

W) =1(2,3,57,1,4,1).
Find the optimal solution for the same by using Greedy
method. (15)

(@) What do you mean by Network Flow? Write Ford-
Fulkerson algorithm with suitable example. )
(b) Differentiate between Backtracking and Branch &
Bound with the help of suitable examples. Discuss the

Hamiltonian Cycle problem and write its algorithm.
(10)

(@) Why Topological sorting is used for Directed Acyclic
Graph (DAG), justify with suitable example. (7
(b) What are approximation algorithm and why they are
used? Solve Travelling Salesman Problem by using

approximation algorithm. )

7. (a) Discuss P, NP, NP-Complete and NP-Hard Problems

with suitable examples. (10)
(b) What is Satisfibility? Discuss CNF-Satisfibility. (5)

301404/870/111/377 3
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October, 2020

B.Tech. (CE/CSE/IT)-1IV SEMESTER
Design & Analysis of Algorithms (PCC.(S.404)

. Time : 3 Hours] [Max. Marks : 75

Instructions :

1. It is compulsory to answer all the questions (1.5 marks
each) of Part -A in short.

2.  Answer any four questions from Part -B in detail.

3.  Different sub-parts of a question are to be attempted
adjacent to each other.

PART -A
1. (a) Write the recurrence relation for ternary search and

| also solve it. (1.5)

' (b) Differentiate big 'O’ and small ‘0 asymptotic notations.
(1.5)

(c) If an array is sorted in decreasing order then which
(1.5)

sorting runs in minimal complexity? Justify.
(1.5)

(d) Explain Transitive Closure in graph.
(e) Differentiate Binary tree, Binary Search Tree and

Optimal Binary Search Tree. (1.5)
301404/170/111/273 [P.T.O.




(0 Merge the following files optimally .
(1,3, 25 346 and N r
@ Describe principle of optimality. | :: :
(h) Explain explicit and implicit constrainty iy, ”“"‘"lmt*
cycle. .
() Describe Least Cost Search function ip brief N
() Differentiate NP-Hard and NP-Complete Proble

My
(L3
PART-B

2. () Solve the following recurrence relations:-

M Tm=T (n-1) +n

@ T (@) =T (Jn)+l

(@) T (n) = 3T (0/9) +n?

) T (n) =T/3)+ T(2n/3)+n (10)
() Solve the knapsack problem (0’1 and Fractional)

using Greedy Methog: m =30, (wl, w2, W3, wd) =

(10, 15, 6, 9), (p1, p2, P3,pd)=(235,8, 1) N

3. (a) Define Merge-Purge rule wj

(b) Write the algorithm for

time complexity, Also sort the

following array using
Quick-sort:.
A = {10, 23, 6, 34, 21, 76) (10)

301404/170/111/273 5



g Solve the following travelling salesman proplem using

branch and bound:
017 | 3| 12]s8]
s lo | 6| 149
s |8 | 0] 6 |18
9o |3 | 5| 0 |1
| gl 9] 8]0

(15)

5. (a) Write the backtracking algorithm for n-queen problem.
Find a solution to place 4 queens on a 4*4 chess-

board.

()

(b) Write Network Flow algorithm and explain with

appropriate example.

6. (a) Explain Approximation algorithms in detail.
(b) Define Strassen's Matrix Multiplication in brief. &)

(10)

(10)

s 7. Define Cook's theorem and explain reduction of

example.

NP-Hard problems into NP-Complete problem with suitable

(15)



ROIl NO. .ooveericnnnnesnnnn Total Pages : 5

003404

May 2023
B.Tech. - IV SEMESTER

Design & Analysis of Algorithms (PCC-CS-404)

Time : 3 Hours] [Max. Marks : 75

. Instructions :

'

(b)

It is compulsory to answer all the questions (1.5 marks
each) of Part-A in short.

Answer any four questions from Part-B in detail.
Different sub-parts of a question are to be attempted
adjacent to each other.

PART-A
What is the time complexity of the following code?
Justify your answer.
inti, j, k=0;
for i=n/2;i<=n;i++) {
for=2;j<=n;j=j* 2) {
k =k + n/2;
H (1.5)

Sort the following functions in the decreasing order of
their asymptotic (big-0) complexity : f,(n) = n'1, fy(n)
= 2", f3(n) = (1.000001)", f4(n) = nl0 » 2(W2) - (1.5)

003404/1055/111/451 ,,\\ [P.T.O.



(c) Differentiate Greedy algorithm and Dynamic
programming. (1.5)

(d) State Job Sequencing with Deadline Problem. Write
down time and space complexity if problem solved by

Greedy approach. (1.3)

(e) Define Principle of Optimality with suitable example.
(1.5)
(f) Draw state space tree of 4-Queens problem. (1.5

(g) Why does Dijkstra's algorithm fail on negative weights? .
(1.5)

(h) Draw binary search trees for the given set of keys and
their corresponding frequencies and find the Optimal
among them. keys[ ] = {10, 12, 20}, freq[ ] = {34, 8,

50} (1:5)
(i) Explain Least Cost Search function for branch and
bound algorithm design technique. (1.5)

() What is the importance of approximation algorithm?
(1.5)

PART-B

2. (a) Solve the following recurrence relation.
i) T(n)=2T(0n/2) + logn withT(I)=1
(i) T(n)=2T(\n)+ 1 if n >2 and T(n) = 2 if O<n<=2. .
(10)
(b) How are time and space trade-offs used to optimize the
performance of an algorithm? Provide an example of

an algorithm that optimizes time at the expense of
space and vice-versa. (5)

003404/1055/111/451 2



3. (a) Give a dynamic-programming solution to the 0-1
knapsack problem that runs in O(n/W) time, where n is
the number of items and W is the maximum weight of
items that the thief can put in his knapsack.

Consider the weights and values of items listed below.
The task is to pick a subset of these items such that
their total weight is no more than 5 Kgs and o their
total value is rnaximized.

Item No. Weight (Kg) Values (Rs.)
1 2 3
2 3 4
3 4 5
4 5 6

(b) Consider the given graph. In what order will the nodes
be visited using a Breadth First Search and Depth First
Search? (Assume starting vertex A) (5)

Note: If a node has multiple neighbors then select which
is alphabetically near to node.

003404/1055/111/451 3 - [P.T.O.



4. (a) The N-Queen problem is a classic problem in computer
science, where the goal is to place N queens on an
N x N chessboard so that no two queens attack each
other.

. (1) Write a brute-force algorithm to solve the N-Queen
problem. Analyze the time complexity of your
algorithm, and explain why it is not efficient for
large values of N.

(i) Write a baéktracking algorithm to solve the N-
Queen problem. Analyze the time complexity of

your algorithm, and compare it with the brute-forc‘
algorithm. (12)

(b) Describe the Traveling Salesman Problem and explain -
why it is NP-complete. - g 3)

S. (a) A delivery truck travels between multiple destinations.
The truck starts at city A and visits cities B, C, D, and
E before returning to A. Design an algorithm to find
the shortest path for the truck to travel while minimizing
cost. Use following distance matrix to solve the problem.

(8)
A B C D E
A 0 10 20 . 15 30
B 10 0 25 30 20
C 20 25 0 35 15
D 15 30 35840 w0 10
E 30 20 15 10 0

(b) Write a short note on Randomized algorithms.  (7)
003404/1055/111/451 g



6. (a) Define spanning tree. Write Kruskal's algorithm for
finding minimum cost spanning tree. Describe how
Kruskal's algorithm is different from Prim's algorithm
for finding minimum cost spanning tree. (10)

(b) What is Topological Sorting? Explain with example.
-4 g | ()

, NP-Hard and
the help of a
e ©®

003404/1055/111/451




Time: 3 Hours

December 2023
B.Tech (CE(DS) ys&-$em - V SEMESTER
Design and Analysis of Algorithms (PCC-CS-404)

Instructions: 1. It is compulsory to answer all the questions (1.5 marks each) of Part -A in short.

2. Answer any four questions from Part -B in detail.

3. Different sub-parts of a question are to be attempted adjacent to each other.

Sr.No. 016502

Max. Marks:75

Backtracking. Also specify the explicit and implicit constraints associated with
N-Queen problem.

PART -A
Q1 |(a) |Solve the following recurrence relation: (1.5)
T(n)= T(n'/3) + ¢ for n>1
(b) | Differentiate between O-notation, Omega-notation and Theta with the help of |(1.5)
appropriate example.
(c) |How arrays can be used to store a tree? Discuss with example. (1.5)
(d) [How recurrence relations are used to find the time complexity of recursive |(1.5)
algorithms, justify with the help of an example.
(e) |Derive the time complexity for Strassen’s Matrix Multiplication method. (1.5)
(f) |For which type of problems Greedy approach is generally used, discuss. (1.5)
(g) |In what cases, Dynamic Programming is better than Greedy Approach. (1.5)
" |(h) | Differentiate between Backtracking and Branch and Bound approach. (1.5)
(i) |What do you mean by Satisfiblitity? (1.5)
(i) IWhy some times randomized algorithms are better than the general|(1.5)
algorithms?
PART -B
Q2 What is Divide and Conquer approach for problem solving? Design a Divide| (15)
and Conquer based algorithm to find out the kth smallest element from a given
array. Also find out the time complexity for the algorithm.
Q3 (a) |Solve the following recurrence relation: (8)
T(n)=T(1) + T(n-1) +cn for n>1
(b) | Differentiate Breadth First Search (BFS) and Depth First Search (DFS) Graph| (7)
traversal Algorithms.
Q4 Differentiate between Greedy and Dynamic method to solve the problems.| (15)
Write and explain Single Source Shortest Path algorithm to find the Shortest
Paths in a graph with example and derive its time complexity.
Q5 |(a) | What is Backtracking? Design an algorithm to solve N-Queen problem by using (8)

cjéSOZ/qo//}}/q_gg




(b) [Solve the following Knapsack problem by using Branch and Bound method: (7
N=4, P=(10, 10,12, 18), W=(2, 4, 6, 9) and m=15
Q6 |(a) [What-do you mean by Network Flow? Find out the maximum network flow| (10)
from the given graph using Edmond-Karp algorithm:
(b) [What do you mean by Randomized Algorithms? Explain Monte-Carlo and Las- (5)
Vegas Algorithms with suitable examples.
Q7 |(a) [What is Approximation algorithm and where these algorithms are used? Write| (8)
Approximation algorithm for Vertex-cover problem.
(b) | Discuss P, NP, NP-Complete and NP-Hard Problems with suitable examples. (7)
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3 Hnurs(sirej Max. Marks(Fe 3i%) :75
1. Itis compulsory to answer all the questions (1.5 marks each) of Part -A in short.

m—mtwﬁmﬂwﬁwzsmmmm#aﬁrmt

2. Answer any four questions from Part.-B in detail.

ﬂm@#ﬁwﬁmmﬁtmm#ﬁml

3. Different sub-parts of a question are to be attempted adjacent to each other.
T W F R swomrt o vw gEt & e s @ www R s §
PART-A (T - &)
Write the recurrence relation for n-ary search and why it is not preferred? (1.5)

m-wmﬁ-mwmmmwmmﬁaaa

Write th followmg functions in the i increasing order of asymptotic complexity: (1.5)
ﬁwﬁ%a et TRt SRear & aed w A R

fi(n) = 2" f2(n) =n(/2) f3(n) =n*log(n) f4(n) = nlce®)
Why Greedy method is not suggested for 0/1 Knapsack problem? (1.5)
0/1 90 FHET & T e R v geTa Ft A€ R s &

Bellman-Ford Algorithm always find negative weight cycle in the graph? Justify (1.5)
your answer.

YAAF-PIS TEIMRYA GERMT WF F AFNIHAS Ioie T gadT §7 39y
s @ e e #iY

In which scenario a sorting technique is called stable? Also give example of 2 (L.5)
stable sorting techniques. :

ﬁwqﬁ#aﬁﬁz@wmwmmaﬂwmm

FT 30T ST &

Merge the following files optimally: (5,9,4,2,1,10) (1.5)
PR wiEet 1 %eaH ¥ & 7S FE (59,4,2,1,10)

Explain the significance of asymptofic notations. | (1.5)
TRIfTHE Hehcel & Hged B THSAZY |

Explain explicit and implic_it constraints for Hamiltonian Cycle. (1.5)
tfaeclas o & v T @k saffa et 6 s w5t

Describe Least Cost Search function in brief. (1.5) :

; & 3>




0 .

Q2 ()

(b)

Q3 (a)

(b)

Q4 (a)

05 ()

Differentiate P, NP-Hard and NP-Complete problems.
o, TeTd-g1E 3R Terd-aeceie FHEAHAT A Al |
] PART-B (HTeT- &) 4

Solve the following recurrence relations:
ffaf@a gl daul #r gor FU

()T (n)=T(¥n)+n

(i) T (n) = 7T Floor(n/3) +n?
Write the algorithm for divide and conquer based sorting technique which
runs with same time complexity in all scenarios and also compute the time
complexity of the algorithm.
fRarss R FFew W 3R e Jaers & fov tenier fod S

gsh ufteedt & waw @Ay Sftaar & @y goar § 3R teaReH &
AT SAfeerar v aurar o Far 2

Explain dominance rule (Merge-Purge) with an appropriate example.

weed o (areh-ueh) 91 SR samewwr Wi waedl A

Differentiate backtracking and dynamic programming algorithm design

techniques corresponding to their application domain. Also explain the N-
Queen problem in detail using backtracking. '

T URCoRReT 2 & ey AHERET AN SRR St TeaEw
B dAeilenl Y el HL| SoheiehaT HT STANT FH TA-Fald FAET
#r s AR & FHE

Amit resides at city A and plans to visit various cities B, C and D. Compute

optimal route with minimum cost to return back to A and every city he wants
to visit once,

mﬁaama#w%aﬂrﬁﬁ!ﬁmﬁ&caﬂtnaﬂﬁumﬂ
Ao Fo @ ¥ AR TAE aE #F avw s & ek agpras e
& WY FSTAH ART &Y IV FY, F@ 9§ U aR ST °6er ol

A |IB |C D
A 0 | 8 | 4 |12
B 4 | 0] 6 |14
Cc 6.1 8.1.0.1.7
D 9 141510

Compute the Shortest path from A to F using greedy method.
Ao IgUfy FT 3TERT FREF AW FOF & a9 BIC 99 HiT 70=7T F:|

(1.5)

(5)

(10

(5)

(10)

(15)

(5)




(b)

” Q6 (a)

(b)

Q7 (@)

(b)

Write Ford Fulkerson-Network Flow algorithm and compute the maximum (10)
unit flow from node 1 to node 8.

mmamwmﬁmmmmmmaaamm
SIS WATg T VT )

Solve the knapsack problem using Branch and bound technique: (10)
F AR S35 aohelle H 3TART S A9S TATAT F §d HL
m=30, (w1, w2, w3, wd) = (18, 15, 8, 12), (p1, p2, p3, p4) = (36, 24, 8, 12)

If Ato H are different steps of a task and their
dependency is given in the graph below. Compute
topo]oglg)al order of events for successfully !
completfon of task.

I A¥ HFN FF & 3rerer-3rerer =T §
3R Tt FrRer AR o F & a1 ¥ I
H FHAAaS [T A F AT geamit &
SISTReT e T 0T Y| :

Explain any 2 types of Randomized algorithm techniques with corresponding = (8)
applications and scope.

T IRl 3R G &F WY Rl 2 ER AT Ao teaRen
ceheienl I STTEAT F
Explain the utility of Approximation algorithms with appropriate example. (7)

ﬁamﬁnmmﬁmﬁmﬁm

(5)
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