Operating System (PCC-CS-403) PYQs
analysis

Based on: May 2019 & May 2024

Same Questions (identical wording, topic, approach):
Context Switching:
2019 (Part-A)
Q1(a): “Explain context switching.” (1.5 marks, Module 2)
2024 (Part-A)

Q1(c): “What is context switch time? What is its disadvantage?” (1.5 marks, Module
2)

Details: Slight deviation, but both address context switching core concept. Years: 2019,
2024. Marks: 1.5 each.

Thrashing:
2019 (Part-B)

Q5(a): “What is the cause of thrashing? Discuss the page replacement algorithms.”
(5 marks, Module 5)

2024 (Part-A)
Q1(h): “What is thrashing?” (1.5 marks, Module 5)

Details: 2019 includes broader discussion with page replacement jabki 2024 focuses on
definition. Years: 2019, 2024. Marks: ~7.5, 1.5.

Similar Questions (same topic, minor deviations):
Scheduling Algorithms:
2019 (Part-B)
Q2(b): Explain FCFS, SJF, RR and solve numerical (~15 marks, Module 2)
2024 (Part-B)

Q4: Priority-based, SJF, RR (quantum=8), calculate turnaround/waiting times (15

marks, Module 2)



Deviation: 2019 focuses on explanation and numerical; 2024 adds priority-based
scheduling and metrics. Years: 2019, 2024. Marks: 15 each.

Disk Scheduling:
2019 (Part-B)
Q4: C-SCAN, FCFS, SSTF, LOOK, C-LOOK numerical (15 marks, Module 6)
2024 (Part-B)
Q7(a): FCFS, SCAN, C-SCAN, handle new requests (9 marks, Module 6)

Deviation: 2019 includes more algorithms; 2024 adds dynamic request handling. Years:
2019, 2024. Marks: 15, 9.

Deadlock Handling:
2019 (Part-B)

Q5(b): Methods for handling deadlocks, prevention, avoidance (~7.5 marks, Module
4)

2024 (Part-B)
Q5(b): Banker's algorithm, need matrix, safe state, request (7.5 marks, Module 4)

Deviation: 2019 is broader; 2024 focuses on Banker’s algorithm specifically. Years:
2019, 2024. Marks: ~7.5 each.

Latest Questions (2024, not in 2019):
Q2(a): Microkernel Architecture (Module 1, 10 marks) .I I I II II I

Q2(b): Semaphore Implementation (Module 3, 5 marks)

Q3(a): Dining Philosophers with Semaphores (Module 3, 5 marks)
Q3(c): Deadlock Detection with RAG (Module 4, 3 marks)

Q5(a): Hierarchical Page Table (Module 5, 8 marks)

Q7(b): I/0 Request Life Cycle (Module 6, 6 marks)

Data insight:
2019 shows the clear majority of question to be asked from Unit 2 and 6 but coming back to

latest question paper shows an approx. equal distribution among all the units

PYQFort by Praxian :)


Saumy Saumy




'
&
O
(4

PYdFURT

Click here to check the original repository



https://github.com/Saumy1905/PYQFort

Roll No. .aussavissi Total Pages : 3

301403
May, 2019
B. TECH(CE/IT/CSE) - 4th semester
Operating System (PCC-CS-403)

Time : 3 Hours) [Max. Marks : 75

Instructions :

1.

It is compulsory to answer all the questions (1.5 marks
each) of Part-A in short.

2. Answer any four questions from Part-B in detail.
3. Different sub-parts of a question are to be attempted
adjacent to each other.
PART-A
1. (a) Explain context switching. (1.5)
(b) Briefly explain the necessary conditions for
Deadlock to occur. (1.5)
(c) Explain briefly External fragmentation and its
solution. (1.5)
(d) Briefly explain the file operations. (1.5)
(e) Differentiate Paging and Segmentation. (1.5)
(f) Differentiate between Pre-emptive and Non-preemptive
scheduling. (1.5)
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(8) Differentiate between multitasking and multi-

— programming. (1.5)
(h) Define batch processing. (1.5
(i) Explain CPU and I/O Burst cycle with suitable
diagram. (1.5)
() State and explain operations on processes. (1.5
PART-B
2. (2) Whatis meant by CPU scheduling? Explain different
scheduling algorithms with examples. (10
(b) Solve the following problem by using following
scheduling algorithms
Process Burst Time [
1 217
2 6
3 3
@i FCFS
@) SJF
(iii) Round Robin. 5)

3. (a) Define Scheduler. Compare between long term and
short-term scheduler. 5)

(b) Differentiate between the following terms :
(i) Contiguous and Linked allocation.
(i) Linked and Indexed allocation. (10)
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4. There are 200 cylinders numbered from 0-199 the disk
head stars at number 100. Find
23, 89, 132, 42, 187
@i C-Scan
(i) FCFS
(iii) SSTF
(iv) LOOK
(v) C-LOOK. (15)
5. (a) What is the cause of thrashing? Discuss the page
replacement algorithms. ©)
(b) What are the different methods for handling
Deadlocks? Explain Deadlock prevention and
Deadlock avoidance. (10)
6. (a) Explain file system structure and its allocations
methods. (7%2)
(b) Explain with the help of necessary diagrams the File
System and Directory implementation. (7v2)
7. (a) Explain techniques of device management. Compare
shared and virtual device.
(b) Explain general model of file system. Compare logical
file system and physical file system. (15)
301403/870/111/32 3
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Sr. No 003403
May 2024 :
B.Tech (CE/IT/CSE(AIML))/(CE(Hindi))IV SEMESTER
Operating System (PCC-C5-403)
Time: 3 Hours Max. Marks:75

Instructions: L. Itis compulsory to answer all the questions (1.5 marks each) of Part -A in short.

HALF F [ g (FAF 1.5 3@) H 390 @89 F o wa §

2. Answer any four questions from Part -B in detail.

qeE ¥ gl IR weet & I fawaw ¥ A

3. Different sub-parts of a question are to be attempted adjacent to each other.

U e & Rffe 3u-wat & vw gE & Pee ae @ ovag &+

PART -A
Q1 (a) Define multitasking. (1.5)
AsdreEET F afanfa &1
(b) Define Real time operating system. (1.5)
Rae ergs TR Rees #1 afsnfa s1
(c) What is context switch time? What is its disadvantage? (1.5)
Flrcare aT THd 21 §7 SHH ThaT F7 £7
(d) What is a counting semaphore? Explain with one example. (1.5)

FISET FATHR 4T §7 Ueh 3ET60T ZART ¢ HFT

(e) There are 128 pages in a logical address space, with a page size of 1024 (1.5)
bytes. How many bits will be there in the logical address?
Ua dliforshel USH ¥9W # 128 O £, 951 &1 1T 1024 a15e &) aws

USH H fhae fagw g

(f) What is virtual memory? Nam the technique through which it is (1.5)
implemented.

@mmmmmmwmmmm#sﬁmﬁm

Sirar gl
(g) How do you prevent circular wait condition in deadlock? (1.5)

HIY Sl # Fher SeheT Rl o 4 dad £
(h) What is Thrashing? (1.5)
AT FATE?

(i) What is a device driver? (1.5)
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Q2 (a)

Q3

Q4

(b)

(a)

(b)

(c)

fBarsw gréaT F T &2
What is a race condition? (1.5)
W FA= FR?
PART -B
Explain the architecture of a microkernel based operating system. (10)

mmmmﬁma:mﬁmaﬁl

What is semaphore? Explain its initial implementation. What is the problem  (5)
faced in this implementation? Give the final implementation.

AATRIT FAT &2 56H IRINF FRadT F GHASY| 36 Fleada # F4r
FEEgT 3711 ) &7 3ifaw fraags A

Write the algorithms for providing synchronization solution to dining- (5)
philosopher problem using semaphore. The solution must be free from
deadlock/livelock.

mwmmgmﬁﬁ-mﬁﬁmmaﬁmﬁmm
AT SE X & FC veanfes ford | Famure 33lie /argadia ¥ Had
g Tifee

Explain the concept of paging. ' (7)
Af3ter Y JraURT H FFEFEA|

In a system, the following state of processes and resources is given:
R25P1.P1>R2, P22R3, R1>P2, R3>P3, P3>R4, P4->R3, R4->P4, (3)
P4->R1, R12>P5.

braw a RAG and check the deadlock condition.

s fEeH &, w3k savat f Aefef@a fafad s

R25P1.P19R2, P29R3, R1>P2, R3>P3, P3R4, P4>R3, R4->P4,
P4->R1, R1>P5.

U# RAG FATT 31X 3gaia & feufa & g &1

Consider the following scenario of processes with their priority. (15)
ufkarsit ¥ ety uReed o¥ 3 wraf@sar & Iy faar S
Proces | Arrival Execution Priority
s time time qrrREaT
gferar | ATETHT farsargst
{7 HAT
P1 0 8 1
P2 1 20 3 |
P3 2 3 2
P4 3 6 5
P5 4 | 12 4
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Q5 (a)

(b)

Q6 (a)

Draw the Gantt chart for the execution of the processes showing their start
time and end time using priority-number based scheduling(preemptive),
Shortest Job First (preemptive and without considering the priority number),
Round Robin with time quantum=8. Calculate turnaround time, normalized
turnaround time, waiting time in each scheduling for each process and
average turnaround time, average normalized turnaround time and average
waiting time for the system.

qrefRear-aear s degfee (A, sivfea Site wee (hAfeea),
(srafRear W) faar e ), T FATEH = 8 ¥ Y UE AfEs & Igd
s STt & fysarea & fav e i &1 TR IUEE FHY, BAEEAhd
TS WY, T WieaT & e sehen E AN Aid eHsEs §A Y,
mmzﬁm@zmmmammmwﬁ
OTAT F|

Explain the hierarchical page table structure. (8)
qeTTHTAd YT ae {ITA & carEgT HI
Consider a system with following information. (7)

TR ST F Ty vE gorre ¥ AR #

‘ Proces | Max ST ""Alloc \

s L B
R1 |R2 R3 R4 R1 [R2 [|R3 R4

P1 4 2 0 2 4 2 0 2 |

P2 1 0 0 0 1 0 0 0

P3 3 1 2 1 0 1 3 1

P4 1 0 2 0 0 0 0 0

P5 0 1 1 3 1 0 1 iz

i)What is the content of matrix need? ii) Is the system in safe state? HiHA
request from process P1 arrives for [0 2 0 1], can the request be granted
immediately?

i)mﬂﬁw%@ii)wamgﬁamﬁp iii) wfgrar P1 @ TF
ﬁﬂﬁ[ozontﬁ'm}ma:mﬂmgﬁﬁmmm@

Consider the following page reference string: (9)
Prrafaf@d 9o Hest fger o e

1,05,1,1,3,5,1,5,34,52,13,0,1,4,0,5

Implement FIFO, Optimal, LRU page replacement algorithms and compare

the performance based on the number of page faults with frame size 3 and
4

m,gw.mmwmmmﬁmmﬁmﬂmmsm
4tmwaﬁﬁm$mwmhﬁ§ﬂmﬁl




(b) Discuss the Indexed file allocation method in detail. (6)

S29¥E WIS Toliherad AYE & farar & gt #

Q7 a) Consider a disk queue with /0O requests on the following cylinders in their (9)
arriving order:

37,56,98,32,108,78,44,78,67,69,100. The disk head is assumed to be at
cylinder 40 and moving in the direction of decreasing number of cylinders.
The disk consists of total 150 cylinders. Calculate and show with diagram
the disk head movement using FCFS, SCAN and C-SCAN algorithms.

What will happen when the new requests for cylinders 70,40 and 130 arrive
while processing at 78?

ferrfaf@e ferstt o3 3@a 3mTEe &3 7 10 Hedl & |1y U 3% Har
9T fEr &{ P
37.,56,98,32,108,78,44,78,67,69,100. AT ST & 6 B 83 Aoz 40 W E
HR Rrclstt i aech wear fr e 7 3t a3 @ &) BeF & Fa 150 R F
THHTHTEH, Fhel HI H-Ehed ToallREH 1 IGANT Feh 33 §5 Haac
ToTAT Y AR 3HRW & [y B
e 78 U FHERIUT FX FHT 70,40 3R 130 Reistt & fow av sy smed
ar & grem?

b)

Explain the life cycle of an I/O request.
v /O 371 & Sfiaw wsh T saTEar HL| (6]
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