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! Q Generate the decision tree for the following data

| Weekend | Weather | Parents | Money Decision
Wi Sunny Yes " Rich Cinema
W2 Sunny No Rich Tennis
w3 Windy Yes Rich Cinema
W4 Rainy Yes Poor Cinema
| W5 Rainy No Rich Stayln |
W6 Rainy Yes Poor Cinema
w7 Windy No Poor Cinema
w38 Windy No Rich Shopping |
| W9 Windy Yes Rich Cinema
w10 Sunny No Rich Tennis
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2. Q. Expiain Hyperplane and Margin in Support Vector Machines. Find out the hyperplane for
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(8)

the celow set of data points (8)
Positively labelled Jdats points i 3.1 ' 3-1 |61 |61
Negatively labelled data points ]' 1,0 i 01 |0-1 [-10
2. Q- Suppose Dataset is
| Person Covid Flu | Feveey” Ol
EE Yes No | Yes
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