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. Answer any four questions from Part -B in detail.

PART -A

How can the confidence of an association rule X — Y be calculated?

Max. Marks:75

. Itis compulsory to answer all the questions (1.5 marks each) of Part -A in short.
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3. Different sub-parts of a question are to be attempted adjacent to each other.
-
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Define classifier accuracy.
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Explain any two methods for filling up the missing values during data (1.5)

preprocessing.
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Differentiate between Classification and Clustering.
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Explain the importance of Web Mining.
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Give the limitations of Hierarchical Clustering.
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Define the term Qutlier.
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What is the basic idea behind Histogram method of sampling.
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Name any three properties of data streams.
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Generate the Clustering Feature for point (3,5).
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PART -B
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Q2 (a) For the following transaction dataset create the FP tree and also find out the (10) —I
conditional Pattern Base ¥
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(b) Write down the algorithm for K-mean algorithm (5)
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Q3 (a) What is time series analysis? Explain four major component of Time Series (5)
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(b) Following are the points on positive and negative plane respectively: (10)
Positive labelled {(4,0) (5.1) (5,-1) (6,0)}
Negatively Labelled f1.1) (3-1) (2,1)(2.-1)}
Find the best fit line or hyperplane to classify the point
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Q4 (a) What are the parameters on the basis of which Classification and Prediction (5)
methods can be evaluated?
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(b) Explain Decision tree induction algorithm for classification. Discuss the usage  (10)
of information gain in this.
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Q5 (a) Explain the differenee between Euclidian and Manhattan Distance. For the (5)
following 1-D points generate the distance matrix using Euclidian distance

method.
Points: [3, 5,1, 10, 8]
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(b) Differentiate between: (10)
o OLAPvsOLTP '
e Web Mining vs Data Mining
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Q6 (a) A database has following four sequences of transactions: (15)
SNo SID , [tems_bought
| 01 S1 <a {a,b} {a,c} d{cef}>
102 S2 | <{ad} ¢ {b,c.d} {ab,e}>
03 S3 <{e,f} {a,b} {d,e f}c b>
04 S4 <eg{adf}cb>

Let min sup = 2, Find all frequent sub-sequences using GSP approéch.
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SNo* | SID | Items_bought
T S1 <a {a,b} {a,c} d{c.ef}>
02 S2 <{a,d} ¢ {b,c,d} {a,be}>
03 S3 <{ef} {a,b} {d.e.f}cb>
04 S4 <eg{adf}cb>
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